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Abstract 

Self-organized criticality (SoC) may optimize information transmission, encoding, and storage in 

the brain. Therefore, the underlying mechanism of the SoC provides significant insights for large-

scale neuromorphic computing. We hypothesized that noise and stochastic spiking plays an 

essential role in SoC development in spiking neural networks (SNN). We demonstrated that under 

appropriate noise levels and spike-time-dependent plasticity (STDP) parameters, an SNN evolves 

a SoC-like state characterized by a power-law distribution of neuronal avalanche size in a self-

organized manner. Consistent with the physiological findings, the development of SNN was 

characterized by a transition from a subcritical state to a supercritical state and then to a critical 

state. Excitatory STDP with an asymmetric time window dominated the early phase of 

development; however, it destabilized the network and transitioned to the supercritical state. 

Synchronized bursts in the supercritical state enable inhibitory STDP with a symmetric time 

window, induce the development of inhibitory synapses, and stabilize the network towards the 

critical state. This sequence of transitions was observed when the appropriate noise level and 

STDP parameters were set to the initial conditions. Our results suggest that noise or stochastic 

spiking plays an essential role in SoC development and self-optimizes SNN for computation. Such 

neural mechanisms of noise harnessing would offer insights into the development of energy-

efficient neuromorphic computing. 

 

Main Text 

Self-organized criticality (SoC) underlies the complexity of natural large-scale dynamic systems, 

which are characterized by temporal or spatial self-similarity with power-law correlations (1, 2). 

The brain also exhibits SoC-like dynamics or the “neuronal avalanche” characterized as power-

law distribution of activation size (3-6), which possibly optimizes computing performance, such 

as information transmission (3, 7), encoding, and storage (8-11). Furthermore, under a particular 
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condition, the SoC is associated with the “edge of chaos,” another critical state of dynamical 

systems that optimizes the performance of reservoir computing with recurrent neural networks 

(12-17). Therefore, the underlying mechanism of the SoC may provide significant insights into 

the self-optimization of large-scale neuromorphic computing (18-20).  

 

The seminal model of “sand-pile automata” demonstrated that dissipative dynamical systems with 

both temporal and spatial degrees of freedom can evolve towards an SoC state (1). More recently, 

the neural mechanisms of SoC development have been discussed in simulation models with the 

activity-dependent outgrowth of neuronal processes (21-23), spiking neural networks (SNNs) 

with short-term plasticity (STP), and long-term spike-time-dependent plasticity (STDP) (24, 25). 

However, these models do not always fully explain the physiological findings of neural 

development. First, the SoC emerges through a two-step transition of developmental phases in 

dissociate cultures of neurons (22, 26-32): Before the growth of neuronal processes, i.e., without 

any synaptic connection, neuronal activities in culture initially exhibited an asynchronized state, 

or “subcritical state,” with an exponential distribution of neural avalanche; culture at the growth 

phase was then characterized as a regularly synchronized state, or “supercritical state,” with a 

bimodal distribution; matured culture finally reached a “critical state” with a power-law 

distribution. Second, the development of a critical state in neuronal cultures is associated with a 

balance between excitation and inhibition (E/I balance) (9, 22, 28). Third, a stable network 

structure with a core topography and rich club organization emerged during development (33-35). 

Therefore, a better model of the SoC in a neural network is expected to explain these experimental 

findings. 

 

We hypothesize that a simple SNN evolves the SoC in a physiologically plausible manner through 

spontaneous activity with an appropriate level of noise and STDP parameters. Starting from a 

neuron population with no synaptic connections, we simulated how network development 

depends on the noise level and STDP. We predict that SNN development under appropriate 

parameters corroborates the following physiological findings: (i) the initial network would exhibit 

an asynchronized, subcritical state; (ii) excitatory STDP with a temporally asymmetric time 

window would gradually develop a rich club topography, produce synchronized bursts, and 

transition to the supercritical state (36); (iii) the bursts would then enable inhibitory STDP with a 

temporally symmetric time window, stabilize the network through an E/I balance, and develop a 

critical state (37).  

 

Based on (24), we developed SNNs with escape noise (38), in which each neuron spontaneously 

discharges in a Poisson process. The model and parameters are described in detail in the 
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Supplementary Information. In our simulation, which mimicked the development of dissociate 

culture of neurons, the strength of the synapses between neurons was initially set to zero and 

developed through spontaneous activity according to the STDP, as shown in Fig. 1. The main 

parameters βE and βI determined the ratio of long-term depression (LTP) to potentiation (LTD) in 

excitatory and inhibitory synapses, respectively; for example, βE =1.2 implied that LTD was 

stronger than LTP in excitatory synapses. The level of escape noise, that is, the firing rate of each 

neuron around the resting membrane potential, also served as another main parameter. 

 

Figure 2a shows representative raster plots at 0, 6, and 72 h after the initialization. Initially, each 

neuron had a firing rate of 0.4 Hz without any synaptic input, and STDP parameters were set at 

βE =1.00 and βI =1.15. Throughout development, SNN exhibited three distinct states characterized 

by neuronal avalanche size distribution (Fig. 2b): the subcritical state (exponential distribution) 

at 0 h, supercritical state (bimodal distribution) at 6 h, and critical state (power-law distribution) 

at 72 h. Additional tests also supported the scale-free behavior of neuronal avalanche in the critical 

state(22): (i) the power-law distribution of avalanche sizes was robustly observed with less 

neurons and different time bins, suggesting that the neuronal avalanche was both spatially and 

temporally scale-free (Supplementary Fig. S1a and b); (ii) the inter-avalanche intervals exhibited 

the scale-free behaviors (Supplementary Fig. S1c); and (iii) The Fano factor, F(T), i.e., the number 

of spikes within a time window t to t + T, was characterized as a power-law form of Tα (39) with 

α ranging between 0.62 and 0.83 (median 0.73), which is consistent with physiological data 

(Supplementary Fig. S1d). This state transition was associated with synaptic development (Fig. 

2c). In the subcritical state, excitatory synapses gradually strengthened whereas inhibitory 

synapse did not develop, i.e., WII ≈ 0 before 6h; in the supercritical state, inhibitory synapses 

rapidly grew; in the critical state, excitatory-to-excitatory synapses (wEE) and inhibitory-to-

excitatory synapses (wIE) polarized into strong and weak weights, suggesting the development of 

core topology (33). The average of network parameters across networks proved that each SNN 

exhibited a similar pattern of development (Fig. 2c, right column) and that this pattern was 

consistent with dissociate culture of neurons (22, 26-32): LLR (log-likelihood ratio (3, 26)) 

indicated the avalanche size characteristics transitioned from exponential to power-law 

distribution; D (Bimodality index (26)) indicated bimodal distribution at the growth stage, that is, 

6 h; ΔCr (Criticality index, modified from Δp in (22) as defined in supplementary information) 

indicated that the criticality was gradually achieved; BI (burstiness index (40)) indicated that the 

synchronized bursts were observed most distinctly at the growth stage and gradually reached the 

plateau at a certain level at the maturation. Development of the critical state was also associated 

with the growth of firing rate in the network (Fig. 2d) and the EI balance in each neuron in the 

SNN (Fig. 2e). The critical state was maintained after the STDP was disabled (Supplementary 
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Fig. S2), indicating that the STDP plays a crucial role in the development, but not in the 

maintenance of the critical state. Inappropriate STDP parameters lead to either subcritical or 

supercritical states (Supplementary Fig. S3).  

 

After sufficient development of 72 h, where the network parameters were stable for at least 24 h, 

SNN reached either a supercritical, critical, or subcritical state, depending on βE and βI (Fig. 3a). 

Some SNNs developed a critical state with small βI (<1), where inhibitory synapses were 

strengthened without bursts, but these SNNs did not exhibit two-step transition of developmental 

phases (Supplementary Fig. S4; βE = 1.10, βI = 0.80). Our parameter search indicated that SNN 

was stabilized at a supercritical state with βE and βI around 1 (LTP ൎ LTD), while at a subcritical 

state with large βE and βI (LTD > LTP) (Fig. 3b). The critical state region was found in the βE-βI 

plane even when the STDP time scale was doubled or halved (Supplementary Fig. S5). Thus, the 

critical state in the SNN was achieved using appropriate STDP parameters.  

 

The noise level also affects the SNN activity and state. Irrespective of the STDP parameters, the 

firing rates per neuron in the developed SNN were higher than those in the initial condition, that 

is, the noise level, and increased nonlinearly with the noise level (Fig. 4a). A certain noise level 

or higher destabilizes the SNN with aberrant bursts and firing rates as high as 100 Hz. Small βE 

(<1), where LTP > LTD, also destabilized the SNN (Fig. 4b). Conversely, a low noise level was 

more likely to develop subcritical SNN (ΔCr<0) (Fig. 4c). Our parameter search indicated that 

the critical SNN (ΔCrൎ0) was developed with appropriate noise and STDP parameters.  

 

The noise level and STDP parameters also affected the synaptic stability in the SNN. Figure 5a 

showed the proportion of synapses that maintained synaptic strength at 0.5 or larger between 60 

h to 72 h in simulation time. The proportion decayed with the noise level in the EE, EI, IE, and II 

synapses, indicating that the core topology with stable synapses could not be maintained at a noise 

level of 0.4 Hz or higher. The core topology was disrupted by inappropriate STDP parameters 

with large βE and βI (LTD > LTP) (Fig. 5b). Thus, noise and STDP in SNN are essential for SoC 

development; however, excessively high noise and inappropriate STDP parameters break the core 

topology. 

 

We demonstrated that under an appropriate noise level and STDP parameters, the SNN evolves 

into a critical state characterized by a power-law distribution of the neuronal avalanche size in a 

self-organized manner. Consistent with physiological findings, the development of SNN is 

characterized as a transition from a subcritical state to a supercritical state, and then to a critical 

state (22, 26-32). Excitatory STDP with an asymmetric time window played a crucial role in 
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dichotomization of strong vs. weak synapses (Fig. 2c) and high vs. low firing-rate excitatory 

neurons (Fig. 2d), and thereby in establishing a rich club topography in the early phase of 

development (33-35), but in turn, destabilized the network and transitioned to the supercritical 

state. Because inhibitory STDP with a symmetric time window was more effective with 

synchronized bursts in the supercritical state than in the asynchronous subcritical state, inhibitory 

synapses developed later than excitatory synapses in the supercritical state, where the network 

was stabilized and an E/I balance was achieved (9, 22, 28). This sequence of transitions was 

observed when the appropriate noise level and STDP parameters were set to the initial conditions.  

 

Some models to achieve SoC in neural networks only consider excitatory synaptic plasticity and 

hypothesize that the homeostatic property of the global activity level stabilizes the network (21, 

23). As each neuron has no access to the global activity level, inhibition is a more biologically 

plausible mechanism than a homeostatic activity to stabilize the network (22, 24, 25). SoC 

development was previously demonstrated in an SNN model with excitatory and inhibitory STDP 

(22), whose parameters depend on the developmental phases, that is, subcritical, critical, and 

supercritical states. In this study, we further demonstrate that these states transition in a self-

organized manner with fixed parameters throughout the development.  

 

Inhibition stabilization offers additional advantages in cortical computing, such as efficient 

coding and nonlinear computation (41, 42). The E/I balance is an emergent property of large-scale 

neural networks with excitatory and inhibitory synapses and underlies a rich repertoire of 

spatiotemporal patterns (43). Thus, inhibitory STDP can play a crucial role in modulating E/I 

balance and maintaining network dynamics (37, 44 , 45). For example, network dynamics 

maintained at the edge of chaos optimize reservoir computing using recurrent neural networks 

(12-17). Although the computational performance depends on how tight the E/I balance is 

achieved in the network, our results suggest that the noise level and STDP parameters in the 

network reflect an optimal tradeoff between the computational performance in a given task and 

the maintenance cost of a highly structured network (42).  

 

While some synaptic weights fluctuated over time, such as the spine size (46, 47), a significant 

portion of the weights remained stable over time in our SNN. These stable synaptic connections 

were consistent with the physiological experiments. For example, a core topology with stable 

synaptic connections was found in a dissociated culture of neurons (33); a significant proportion 

(50% or more) of spines in the neocortex are long lasting, with a lifetime as long as a month (48, 

49). Our results suggest that the noise level and STDP parameters are critical for synapse stability.  
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We have settled the bound on synaptic weights, which is widely accepted and biologically 

plausible because spatial limitation is imposed on spine size development. However, the bound 

did not vary among synapses. Such uniform thresholding might cause problematic effects on 

avalanche development (50). Future works are still needed to address how the bound of synaptic 

weights affect neuronal avalanche development.  

 

Because noise that disturbs signals is problematic for information processing, a computational 

chip is designed to ensure a sufficient signal-to-noise ratio, which in turn becomes more energy-

consuming than the brain (18-20). As noise is inevitable in biochemical systems, noise-tolerant 

computational mechanisms must be implemented in the brain (51). Furthermore, several studies 

have suggested that the brain and SNN harness noise for information processing (52), such as 

stochastic resonance (53), simulated annealing (54), and noise-induced chaos-order transitions 

(55, 56). Our results also suggest that noise or stochastic spiking plays an essential role in SoC 

development and self-optimizes SNN for computation. In particular, such self-optimization would 

boost information processing capacity of reservoir computing with SNN (57). These neural 

mechanisms of noise harnessing would offer insights into the development of energy-efficient 

neuromorphic computing.  
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Figures 

 

Figure 1. Spike-time-dependent plasticity (STDP) parameters. The ratio of long-term depression 

(LTD) to potentiation (LTP) strength was determined by βE and βI in excitatory and inhibitory 

synapses, respectively.  
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Figure 2. Development of SNN to the critical state. (a) Representative raster plots of spontaneous 

activities at 0 (top), 6 (middle), and 72 h (bottom) after the initialization. (b) Neuronal avalanche 

distributions in (a). The maximum likelihood estimations of the exponential and power-law 

distributions were shown in blue and red, respectively. (c) Time courses of network characteristics. 

(left) Synaptic weights during development in (a). (right) Population activity characteristics: LLR, 

log-likelihood ratio, i.e., power-law distribution index; D, bimodal distribution index; ΔCr, 

criticality index; and BI, burstiness index. The mean and standard deviations are provided (bold 

lines and shaded areas) for 30 neural networks with different random seeds. (d) Time course of 

firing rate. Each trace indicates an individual neuron: red, excitatory neurons; blue, inhibitory 

neurons. (e) Excitatory-to-inhibitory (EI) balance in the critical state. The moving average of 

excitatory current 𝐼௘௫௖ ൌ ሺ𝐸௘௫௖ െ 𝑣ሻ𝑔௘௫௖  (red) and inhibitory current 𝐼௜௡௛ ൌ ሺ𝐸௜௡௛ െ 𝑣ሻ𝑔௜௡௛ 

(blue) with a 150 ms time window for a spontaneously spiking neuron at the development stage 

of 3 (light), 6, and 72 h (dark). The excitatory and inhibitory currents were correlated at the 
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developed state. 

 

 

Figure 3. STDP parameter search for SNN development. (a) Characterization of neuronal 

avalanches. Representative avalanche distributions of supercritical (left), critical (middle), and 

subcritical states (right) are shown. The grey lines are the fitted lines to derive ΔCr. (b) ΔCr as a 

function of STDP parameters of βE and βI. 
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Figure 4. Noise-level-dependent SNN development. (a) Firing rate as a function of noise level. βE 

was fixed at 1.0. βI was manipulated as shown in color. (b) Firing rate as a function of βE. Noise 

level was fixed at 0.4 Hz. (c) ΔCr as a function of noise level.  
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Figure 5. Stability of synaptic weights. (a) Proportions of weights maintained at 0.5 or larger from 

the developmental time between 60 and 72 h are shown for excitatory-to-excitatory (EE), 

excitatory-to-inhibitory (EI), inhibitory-to-excitatory (IE), and inhibitory-to-inhibitory (II) 

synapses. STDP parameters were set at βE =1.00 and βI =1.15. (b) STDP-parameter vs. synaptic 

stability. In the βE-βI plane, proportions of weights maintained at 0.5 or larger from the 

developmental time between 60 and 72 h are shown for (i) excitatory-to-excitatory (EE), (ii) 

excitatory-to-inhibitory (EI), (iii) inhibitory-to-excitatory (IE), and (iv) inhibitory-to-inhibitory 

(II) synapses. The noise level was set at 0.4 Hz.  
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